


Fig. 1. Scanned surfaces before and after running of the motor. Optical scanner, from a silicon
imprint of the surface. The units are microns.

In order to characterize the surface, multiple surface roughness measures were in-
troduced from a simple difference of the highest and lowest points to the more com-
plex topological measures. Rényi entropies are good candidates for measuring surface
roughness [2]. The aim of this article is to find a method which can characterize surface
roughness from images of the surfaces. As a first step, we generate a Rényi entropy
based fuzzy characterization scheme, and next we improve it by using the entropies of
the wavelet transforms of the pictures.

2 Structural entropy

The structural entropy was introduced in solid state physics [3] for characterizing var-
ious electron localization types. Later it was extended for microscopy applications
[4, 2, 5]. For a probability distribution – which can be any shifted, rescaled surface –
the structural entropy is defined the following way, Let the surface height Hi of the ith
point from the N points fulfill

Hi ≥ 0, for i = 1, . . . , N (1)
N∑
i=1

Hi = 1. (2)

Structural entropy is the difference of two Rényi entropies Si =
1

1−N ln
∑N

j=1 H
i
j

Sstr = S1 − S2. (3)

Similarly, the difference of the zeroth and 2nd entropies can be related to a so called
filling factor q as

ln(q) = S0 − S2. (4)

The filling factor is also known form physics of electron structures as it shows the
rate of the filled points of the electron distribution compared to all the points,

q =

(∑N
n=1 H

2
i

)−1

N
. (5)
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q fulfills the inequality
1

N
≤ q ≤ 1. (6)

However, if the two quantities are combined, a more powerful tool is presented: any
type of distribution forms a characteristic line in the Sstr(ln q) map.

The structural entropy map of the worn and the new surfaces can be seen in Fig. 2.
Each point represents a picture. It can be seen that the domains of the two variables
very strongly overlap, thus these surfaces can hardly be characterized according to these
measures. The results are similar for the images taken by the two different method as it
can be learnt from the second subplot of Fig. 2.
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Fig. 2. First subplot: structural entropy vs. logarithm of the filling factor for the 2×64 scanned
surfaces before and after running of the motor. Second subplot: the images of the worn surface
taken according to 2 methods, by optical scanner from silicon mold samples, and by a touching
scanner with needle point diameter of 5 microns. As a reference the curves of the exponential,
Gaussian and 2nd order power law behaviours are also plotted. The theoretical limiting line of
the possible Sstr(ln q) points is shown with thick solid line.

3 Fuzzy classification scheme

64 pictures of each types were studied, half of them were selected to determine the
fuzzy rules, the other half for testing the results. We have generated a simple set of
fuzzy rules for both of the image pairs, similarly to [6–8]. We show only the results
of the worn-new pairs in Fig. 3. The membership functions are different, thus there
is a hope that using fuzzy inference, the classification can be carried out. However,
the results are not promising: from the 64 pictures 1 was not classifiable as one of its
antecedent parameters had 0 membership value, and half of the images were classified
to a wrong group.

4 Wavelet analysis

In the electrical engineering and signal processing practice wavelet analysis is a se-
ries of high-pass and low-pass filter pairs. The only extraordinary features are the filter
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Fig. 3. Membership functions of the fuzzy rules, with the first index meaning the type of the
image, i.e., new (solid line) or worn (dash-dotted line), the second the type of the function used,
i.e., structural entropy (red) or logarithm of the filling factor (green).

coefficients, which can be adapted to the task, from a simple averaging of the two neigh-
boring points to highly specialized image processing tools. After each filtering half of
the resulting points is sorted out, i.e., the result is downsampled. These pairs of filters
can be applied after each other, resulting in a series, where the first high-pass output
gives the finest details, the second the next finest resolution details, while the low-pass
outputs are filtered further. The last low-pass output gives the average behavior of the
signal.

As the difference between the two types of surfaces lay probably in the fine details,
we apply wavelet-analysis to the images and carry out the above, entropy-based fuzzy
classification scheme with more antecedent variables.

In our case, as the signal is two-dimensional, i.e., a picture, both the rows and the
columns of the input data are to be wavelet transformed. This results in 4 outputs, one,
where low-pass filtering was applied in both dimensions, one where the first dimension
was low-pass filtered, the second went through a high-pass step, etc. The structural
entropy maps of all 4 resulting images after a Daubechies-2 [9] wavelet transform can
be seen in Fig. 4. It is clear, that in case of the high-pass–high-pass part the domains on
the two types of surfaces are different.

In the fuzzy classification scheme we selected the data of the original image, their
low-pass–low-pass wavelet transform and the high-pass–high-pass transformed pic-
tures. The two remaining data set does not give extra information according to the Sstr

maps. Using the same 32–32 images for generating the rules as in the previous case,
the resulting membership functions are given in Fig. 5. The results are significantly
better: the number of false characterization decreased to 12 pictures from the previous
32, which suggests, that including another step in wavelet transform or another type of
roughness measure will lead to a reliable method for our purposes.

5 Conclusions

We have developed a fuzzy classification scheme for surface roughness scanner images,
that is able to distinguish the method of taking as well as the condition of the cylinder
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Fig. 4. Structural entropy vs. logarithm of the filling factor for the wavelet transforms of the 2×64
scanned surfaces before and after running of the motor. The upper left picture is the low-pass–
low-pass component, the lower right one is the high-pass–high-pass component, and the other
two subplots are the mixed low-pass–high-pass, and high-pass–low-pass ones.
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Fig. 5. Membership functions of the extended fuzzy rules. The first indices mean the type of the
image (new (solid line) – worn (dash-dotted line)), the second indices and the color of the lines
denote the type of the function used (original: Sstr (red) – ln(q) (green); wavelet transform, low-
pass: Sstr (blue) – ln(q) (cyan); wavelet transform, high-pass: Sstr (magenta) – ln(q) (yellow).
Logarithmic scale is used on the horizontal axis due to better visibility of the lower valued terms,
however, the rules are simple triangle rules.
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surface with a quite good accuracy. The method uses the structural entropy based sur-
face characterization which can determine the general shape of the surface, together
with wavelet analysis, which can separate the various scale behavior of the system. As
the images have rather large fluctuation due to environmental effects and the precision
demands of the grooving, the structural entropy maps of the different images overlap,
however, applying a fuzzy classification with structural entropy and filling factor of the
original image and the detail component of the wavelet transformed image being the
antecedent parameters is able to distinguish the two types of images.
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sultations about fuzzy inference systems, for Professor János Pipek for his advices in
structural entropy related problems and Professor Veska Georgieva for her valuable
comments on image processing related questions.

References

1. M.R. Dreyer, L. Solecki, “Verschleissuntersuchungen an Zylinderlaufbahnen von Verbren-
nungsmotoren,” 3. Symposium Produktionstechnik – Innovativ und Interdisciplinär, 6-
7.04.2011, Zwickau, pp. 69-74.
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7. F. Lilik, L.T. Kóczy, “The Determination of the Bitrate on Twisted Pairs by Mam-
dani Inference Method,” Issues and Challenges of Intelligent System and Computa-
tional Intelligence, Studies in Computational Intelligence, vol. 530, 2014, pp. 59-74,
doi: 10.1007/978-3-319-03206-1 5
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Abstract. The user profile information is important for many studies, but essen-
tial information, such as gender and age, is not provided when creating a Twitter
account. However, clues about the user profile, such as the age and gender, be-
haviors, and preferences, can be extracted from other content provided by the
user. The main focus of this paper is to infer the gender of the user from unstruc-
tured information, including the username, screen name, description and picture,
or by the user generated content. Our experiments use an English labelled dataset
containing 6.5M tweets from 65K users, and a Portuguese labelled dataset con-
taining 5.8M tweets from 58K users. We use supervised approaches, considering
four groups of features extracted from different sources: user name and screen
name, user description, content of the tweets, and profile picture. A final classi-
fier that combines the prediction of each one of the four previous partial classifiers
achieves 93.2% accuracy for English and 96.9% accuracy for Portuguese data.

Keywords: gender classification, Twitter users, gender database, text mining.

1 Introduction

Unlike other social networking services, the information provided by Twitter about a
user is limited and does not specifically include relevant information. Such information
is part of what can be called the user’s profile, and can be relevant for a large spectra
of social, demographic, and psychological studies about users’ communities [6]. When
creating a Twitter profile, the only required field is a user name. There are not specific
fields to indicate information such as gender. Nevertheless, gender information is most
of the times provided wittingly or unwittingly by the user. Knowing the gender of a
Twitter user is essential for social networking studies, and useful for online marketing
and opinion mining.

Our main goal is to automatically detect the gender of a Twitter user (male or fe-
male), based on features extracted from other profile information, profile picture, and
the text content produced by the user. Previous research on gender detection is restricted

? Work supported by national funds through Fundação para a Ciência e a Tecnologia (FCT)
under project PTDC/IVC-ESCT/4919/2012 and reference UID/CEC/50021/2013.

L. Kóczy, J. Medina (Eds): ESCIM 2016. ISBN 978-84-617-5119-8 121



Fig. 1. Combined classifier that merges the output of individual classifiers.
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to features from the user generated content or from textual profile information. A rel-
evant aspect of this study is that it involves a broader range of features, including au-
tomatic facial recognition from the profile picture. We have considered five different
groups of features that were used in five separate classifiers. A final classifier, depicted
in Fig. 1, combines the output of the other five classifiers in order to produce a final
prediction.

This study was conducted for English and Portuguese users that produce georef-
erenced tweets. English is the most used language in Twitter, with 38% of the geo-
referenced tweets and, according to a study on 46 million georeferenced tweets [10],
Portuguese is the third most used, with 6% of the georeferenced tweets. Portuguese is
a morphologically rich language, contrarily to English, so interesting conclusions arise
when comparing the performance achieved for both languages. Most of the previous
research uses small labelled datasets, making it difficult to extract relevant performance
indicators. Our study uses two large manually labelled datasets, containing 55K English
and 57K Portuguese users. The proposed approach for gender detection is based on lan-
guage independent features, apart from a language-specific dictionaries of first names,
and can be easily extended to other Indo-European languages.

Related work

The problem of gender detection has been previously applied to Twitter. The first gen-
der detection study applied to Twitter users was presented by [14]. The features used
for gender detection were divided in four groups: network structure, communication
behavior, sociolinguistic features and the content of users’ postings. They achieved an
accuracy of 72.3% when combining ngram-features with sociolinguistic features using
the stacked Support Vector Machine based classification model.

The state-of-the-art study of [5] collected a multilingual dataset of approximately
213M tweets from 18.5M Twitter users labelled with gender. The features were re-
stricted to word and character ngrams from tweet content and three Twitter profile fields:
description, screen name and user name. When combining tweet text with profile infor-
mation (description, user name and screen name), they achieved 92% of accuracy, using
Balanced Winnow2 classification algorithm. [1] proposes the use of features related to
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the principle of homophily. This means, to infer user attributes based on the immediate
neighbors’ attributes using tweet content and profile information. The experiments were
performed using a Support Vector Machine-based classifier and the accuracy of their
prediction model was of 80.2% using neighborhood data and 79.5% when using user
data only. The improvement was not considerable. [2] studies gender detection suggest-
ing a relationship between gender and linguistic style. The experiments were performed
using a logistic regression classifier and the accuracy obtained was of 88.0%. Like [1],
they also study gender homophily and have the same conclusion, the homophily of a
user’s social network does not increase minimally the accuracy of the classifier. [9] pro-
poses the use of neural network models for gender identification. Their limited dataset
was composed of 3031 manually labelled tweets. They applied both Balanced Winnow
and Modified Balanced Winnow models. Using Modified Balanced Winnow with fea-
ture selection, 53 ngram features were chosen, they achieved an accuracy of 98.5%.
In a consecutive work, [13] proposes the use of stream algorithms with ngrams. They
manually labelled 3000 users, keeping one tweet from each user. They use Perceptron
and Naı̈ve Bayes with character and word ngrams. They report an accuracy of 99.3%
using Perceptron when tweets’ length is of at least 75 characters.

Recently, some studies suggest other possible features to infer gender. [3] studied
the relationship between gender, linguistic style, and social networks. They reported an
accuracy of 88%. [11] studies gender classification using celebrities the user follows
as features combined with tweets content features. The accuracy achieved with Sup-
port Vector Machine-based classifiers using tweets content features is of 82%. When
combined with the proposed features based on the followed celebrities, the accuracy
increased to 86%. [12] proposes a method to extract user attributes from the pictures
posted in Twitter. They created a dataset of 10K labelled users with tweets contain-
ing visual information. Using visual classifiers with semantic content of the pictures,
they achieved an accuracy of 76%. Complementing their textual classifier with visual
information features, the accuracy increased from 85% to 88%.

2 Data

Experiments here described use both Portuguese and English labelled datasets from a
previous study [16]. The English dataset contains 65k labelled users and the Portuguese
58k labelled users. In order to be able to train and validate the classifiers, the datasets
were divided into three subsets: training, development and test.

3 Features

Twitter does not provide gender information, though the gender can be inferred from the
tweets’ content and the profile information. In this section, we describe the features we
extract from each group of attributes. Features are distributed in the following groups:
user name and screen name, description, tweet content, profile picture and social net-
work.
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User name and screen name. We extracted features based in self-identified names found
in the user name and screen name with gender association, as proposed in our previous
work [15]. In order to associate names with the corresponding gender, we used a dictio-
nary of English names and a dictionary of Portuguese names. Both dictionaries contain
gender and number of occurrences for each of the names, and focus on names that
are exclusively male or female. The English names dictionary contains 8444 names.
It was compiled using the list of the most used baby names from the United States
Social Security Administration. The dictionary is composed of 3304 male names and
5140 female names. The Portuguese names dictionary contains 1659 names, extracted
from Baptista et al. [4]. The dictionary is composed of 875 male names and 784 fe-
male names. The user name and screen name are normalized for repeated vowels (e.g.:
“eriiiiiiiiic“→“eric“) and “leet speak” [8] (e.g.: “3ric“→“eric“). After finding one or
more names in the user name or screen name, we extract the applicable features from
each name by evaluating the following elements: “case”, “boundaries”, “separation”
and “position”. The final model uses 192 features.

User description. Users might provide clues of their gender in the description field. Hav-
ing up to 160 characters, the description is optional. An example of user description is
“I love being a mother.Enjoy every moment.”. The word “mother” might be a clue to a
possible female user. In order to extract useful information, we start by preprocessing
the description and then we extract word unigrams, bigrams and trigrams from the pre-
processed description field. We also use word count per tweet and smileys as features.
Portuguese words tend to have suffixes to convey information such as gender or person
and nouns inflect according to grammatical gender. For the Portuguese dataset, we also
extract features related to these cases. Accordingly, if a description contains a female
article followed by a word ending with the letter “a”, the feature A FEMALE NOUN
is triggered.

Content of the tweets. Features extracted from tweets’ content can be divided in two
groups: i) textual ngram features, like used in [5], or ii) content, style and sociolinguis-
tic features, like emoticons, use of repeated vowels, exclamation marks or acronyms,
as used in [14]. For both the textual ngram features and the style and sociolinguis-
tic features, we only used the last 100 tweets from each labelled user. To extract tex-
tual features from tweets, we start by preprocessing the text. Retweets are ignored and
the preprocessed text is used to extract unigrams, bigrams and trigrams based only on
words. Though we only use word ngrams, it is advised to use character ngrams when
analyzing tweets in languages like Japanese, where a word can be represented with only
one character. In the study of [5], count-valued features did not improve significantly
the performance. Accordingly, we also associate a boolean indicator to each feature,
representing the presence or absence of the ngram in the tweet text, independently from
the number of occurrences of each ngram. Besides word ngram features, we also ex-
tract content-based features, style features and sociolinguistic features that can provide
gender clues. [7] suggests word-based features and function words as highly indicative
of gender. We extract a group of features which include, social networks features, style
features, character and word features.
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Profile picture feature. Profile pictures have not been used in previous studies of gender
detection of Twitter users, due to several reasons. One of the first reasons is that the pro-
file picture is not mandatory. Also, many users tend to use profile pictures of celebrities
or characters from movies and TV series. A third reason is because the picture may not
be gender indicative. While the profile picture might not be good discriminating gender
by itself, when combined with the other features, it might help increase significantly the
accuracy of the prediction. Face++ (http://www.faceplusplus.com) is a publicly avail-
able facial recognition API that can be used to analyze the users’ profile picture. We
have used this tool through its API to extract the gender and the corresponding con-
fidence. Such info was stored in our datasets. The API was invoked with the profile
picture URL available on the last tweet of each user. In some cases, the API does not
detect any face in the picture. 36% of the users in both datasets had no face detected.
In the English dataset, more male users (34%) than female users (29%) have a profile
picture with a recognizable face. In the Portuguese dataset, the opposite occurs, more fe-
male users (35%) than male users (30%) have a profile picture with a recognizable face.

Social network features. Social network features consist in extracting the information
related with the interaction between the user and other Twitter users. We extract the fol-
lowing attributes: Number of followers; Number of users followed; Follower-following
ratio; Number of retweets; Number of replies; Number of tweets. These features alone
might not be effective, but combined with the other features, could increment the global
performance. We explored the extracted social network features, but we found out that
these features were not indicative of gender. We observed no differences in the social
network feature values between male and female. These results are consistent with the
study of [14] that have analyzed users’ network structure and communication behavior
and observed the inability to infer gender from those attributes.

4 Experiments and results

Experiments here described use WEKA (http://www.cs.waikato.ac.nz/ml/weka) and the
evaluation is performed using Precision, Recall, F-Measure and Accuracy. The com-
bined classifier, shown in Fig. 1, receives as input the results obtained in the separate
classifiers. The social network features were discarded. The separate classifiers are only
used if information is available. E.g.: if a user has no description, the input from that
classifier will be empty. Each classifier sends as output the confidence obtained in the
classification. The values range from zero to one. If the confidence is of 100% in the
class “Female,” the value 1 is sent. If the confidence is of 100% in the class “Male,” the
value 0 is sent. If the confidence is not 100%, the values are adjusted accordingly. When
the confidence received is of 0.5, we remove the input. We used an SVM to evaluate the
combined classifier.

Fig. 2 summarizes the achieved accuracies per classifier for both datasets. In the
Portuguese dataset we obtain 96.9% of accuracy. Only using tweets content, we already
achieved an accuracy of 93.5%, but we improved the global accuracy. The experiments
with the English dataset obtain an accuracy of 93.2%. With separate features, the best
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Fig. 2. Classification accuracy per group of features for both datasets.
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result was 85.2% using user name and screen name features. A good performance, since
not all users self-assign a name in their profile information.

5 Conclusions

This study describes a method for gender detection using a combined classifier. We
have used extended labelled datasets from our previous works [15, 17], partitioned into
train, validation and test subsets. Instead of applying the same classifier for all features,
we have grouped related features, used then in separate classifiers and then used the
output of each classifier as input for the final classifier. In the Portuguese dataset, using
only the tweet’s text content achieves a baseline of 93.5% accuracy, but our combined
classifier achieved an improved performance of 96.9% accuracy. The experiments with
the English dataset achieve 93.2% accuracy. The features proposed, including the user
name, screen name, profile picture and description, can be all extracted from a single
tweet, except for the user text content. We successfully built two combined classifiers
for gender classification of Portuguese and English users and, to our best knowledge,
we provided the first study of gender detection applied to Portuguese Twitter users.
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Abstract. In this paper we investigate the possibilities of improving social rec-
ommender systems through the exploitation of dynamic, temporal features. Dy-
namic effects are evaluated by empirically analyzing a variety of time-aware ex-
tensions of an existing information diffusion based fuzzy social recommender
system method, called IDF-Social. We apply fuzzy subsets to model ratings and
predictions in the recommendation process, where dynamic features influence the
users’ fuzzy membership values. Based on our rigorous experiments, we found
that social recommender systems can benefit from incorporating dynamic fea-
tures.

Keywords: dynamic fuzzy recommender systems, social network, information
diffusion.

1 Introduction

In the past decade social and trust-aware recommender systems (RSs) have emerged.
This group of RSs aim to leverage the users’ social relations in order to improve rec-
ommendations [8, 4, 5, 1], which can be especially effective in certain cases, e.g. when
producing recommendations for cold-start users [8, 4].

Most of the existing social and trust-aware RSs handle the users’ social relations and
preferences statically, assuming they do not change over time. In real life these networks
rather than being static, they dynamically change: as time passes new friendships are
made, but also existing friendships diminish or completely disappear. Additionally, user
preferences also change over time.

In this paper we investigate the possibilities of taking dynamic effects into consider-
ation during the recommendation process to enhance the performance of social RSs. We
analyze the impact of temporal features via examining a range of dynamic extensions
of an existing information diffusion based fuzzy social RS, called IDF-Social [9].

The rest of the paper is structured as follows. In Section 2 we briefly overview exist-
ing research on trust-aware and social RSs emphasizing dynamic aspects. In Section 3
we introduce the analyzed dataset. In Section 4 we describe how dynamic effects were
incorporated in our methods. In Section 5 we present our experimental results. Finally,
we conclude the paper in Section 6.
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2 Related work

The main idea of trust-aware and social RSs is to incorporate the users’ personal re-
lations in the recommendation process [8, 4, 5, 1]. While trust-aware RSs make use of
the users’ web of trust, where connections between users are directed and indicate who
trusts whom, social RSs leverage the users’ undirected social network, in which bidirec-
tional edges represent friendships. The two approaches are very similar, and sometimes
not even distinguished [5].

Most of the existing trust-aware and social RSs handle the users’ personal rela-
tions statically, without considering any temporal effects. However, many traditional
RSs, i.e. RSs that ignore the users’ friendships, have benefited from taking into account
time-aware features [3, 7, 6]. Time-aware RSs can be grouped into two major classes
[2]: heuristic-based approaches, which directly use the rating collection for comput-
ing predictions and model-based approaches, which use the rating collection to build
models with which rating predictions are computed.

An important subgroup of heuristic-based approaches that relates most to our re-
search is time adaptive heuristics [2], in which parameters and/or data are dynamically
adjusted according to changes of some data characteristics through time [7, 6]. This type
of RSs generally penalize older preferences that are presumed to be not/less valid at rec-
ommendation time, and usually utilize a continuous time representation. As opposed to
our work, these existing RSs do not incorporate the users’ social relations in the recom-
mendation process. In our methods we apply time adaptive heuristics for weighting the
users’ relationships and preferences in the recommendation process.

3 Datasets

We conducted our experiments on the Flixster dataset1 [5], which contains users’ movie
ratings (on a discrete scale between 0.5 and 5.0) and their freindship network. Movie
ratings include user id, movie id, rating value and timestamp attributes, while the social
network is given by a list of pairs of user ids representing bidirectional friendships.
We reduced the original dataset and randomly selected 1500 movies for our analysis in
order to be able to conduct enough number of tests in reasonable time. Also, we divided
the dataset into a training set and a test set, consisting of the ratings between 06/01/2008
and 06/01/2009 and the ratings after 06/01/2009, respectively.

As described the only attribute in the dataset that contains temporal information is
the timestamp of ratings, hence to incorporate dynamic effects in the recommendation
process, we have to rely solely on this attribute.

4 Methodology

This section presents the dynamic extensions of the IDF-Social [9] method, which com-
putes recommendations for users by propagating known ratings in the users’ social net-
work along friendships. We refer to the dynamic extensions of the IDF method as the
D-IDF methods.

1 http://www.cs.ubc.ca/ jamalim/datasets/
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Formally, we have a set of users U = {u1, u2, ..., uN} and their friendship network
transformed into a directed graph G < U,E >, where E ⊆ U × U is the set of edges
derived by assigning directions to friendships in both ways. We denote the rating of
user u by ru, which is a discrete value from the set of possible rating values V =
{v1, v2, ..., vM}. We have an initial set of users U0 = {ur1 , ur2 , ..., urP } with observed
ratings R0 = {rur1

, rur2
, ..., rurP

}. We also have another set of users U1 ⊆ U \ U0

with unknown ratings R1. We aim to determine R1 as accurately as possible based on
knowledge of R0 and G < U,E >.

We define fuzzy subsets on the set of users for every rating value:

Wvi : U → [0, 1] , i = 1, 2, ...,M , (1)

where Wvi(uj) is the membership value of user j in Wvi which is the fuzzy subset
that belongs to the vi rating value. The membership values of the fuzzy subsets for
a given user represent the user’s – known or predicted – rating on the item, that is,
how likely the user would give that rating value for the item. We calculate Wvi(uj) as
follows:

Wvi(u) =


0 u ∈ U0, ru 6= vi ,

d1(∆t(ru)) u ∈ U0, ru = vi ,

∨1q∈Uvi
s(∨2p∈Pq,u,d

w(p)) u ∈ (U \ U0) ,

(2)

where ∆t(ru) represents the time between rating ru and the termination of the
training dataset’s period and d1 is a dynamic function which weights known ratings
based on their ”age”. Uvi ⊆ U0 is the set users who rated the item with value vi,
Pq,u,d is the set of paths from user q to user u with length equal or less than d, which
is an independent parameter. The w function lowers membership values based on the
propagation path, while s denotes a transformation function which rescales membership
values. The applied weighting function of (2) is

w(p) = ∧(α,we1 , α, we2 , ..., α, wel) , p = (e1, e2, ..., el) , (3)

wei = d2(∆t(rstart(ei))) , (4)

where ∧ denotes a fuzzy t-norm aggregation, α is an independent parameter and
wei denotes the weight of edge ei, which is computed by the dynamic d2 function with
parameter ∆t(rstart(ei)), which is the time between the last known rating of the user
the edge is starting from and the end of the training period.

The applied scaling function of (2) is

s(x) = βx , β ∈ [0, 1] , (5)

where β is an independent parameter. Finally, the predictions are given as:

pu =

∑
i∈M Wvi(u)vi∑
i∈M Wvi(u)

, (6)
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We also define a confidence value c for each prediction, and keep only the ones
that have higher confidence than a certain threshold, which controls the trade-off be-
tween prediction quality and quantity. We set the threshold for every method to achieve
40% coverage, i.e. being able to provide predictions for the 40% of the test cases. The
confidence of the rating prediction for user u is given as:

cu =
∑
i∈M

Wvi(u) . (7)

As can be seen, the d1 and d2 methods are responsible for taking into consideration
temporal effects. While d1 weights known ratings based on their ”age”, d2 weights the
outgoing edges of users in the social network based on the time of the users’ ratings,
assuming, that users with more recent ratings are more active, therefore their friendships
are more valid, that is, we implicitly infer weights for friendships by examining the
timestamps of ratings.

We defined 5 dynamic extensions of the IDF method, summarized in Table 1. The D-
IDF-1 and D-IDF-2 methods weight ratings, the D-IDF-3 and D-IDF-4 methods weight
friendships, while the D-IDF-5 method weights both ratings and friendships dynami-
cally. ∆t is measured in months, and we set ∆t = 12 for users without known ratings,
as the training dataset spans only one year.

Based on extensive experiments we applied the following parameter settings in our
final methods: d = 2, α = 0.2, β = 0.01. The applied ∧, ∨1 and ∨2 parameters are
detailed in the next section.

Table 1: The applied time-aware functions.
D-IDF-1 D-IDF-2 D-IDF-3 D-IDF-4 D-IDF-5

d1(∆t)
e−λ1∆t,

λ1 = 0.001

1.0− λ2∆t,

λ2 = 0.001
1 1

e−λ1∆t,

λ1 = 0.001

d2(∆t) 1 1
λ∆t3 ,

λ3 = 0.993

1.0− λ4∆t,

λ4 = 0.006

λ∆t3 ,

λ3 = 0.993

5 Experimental results

5.1 Comparisons with the Non-dynamic IDF-Social Method

Table 2 shows the achieved mean absolute error (MAE) on the test set of the D-IDF
methods compared to the MAE of the non-dynamic IDF-Social method. We applied the
dynamic extensions for the top 4 fuzzy-operator combinations according to [9]. As can
be seen, the dynamic extensions performed almost always better or equally good as the
IDF-Social method. Interestingly the performance improved the most for the best fuzzy
operator combination. The values in parentheses denote the applied hyperparameter of
the corresponding fuzzy operator.
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Table 2: The MAE of the most efficient fuzzy operator combinations at 40% coverage.
∧

t-norm

∨1

t-conorm

∨2

t-conorm
IDF-S. D-IDF-1 D-IDF-2 D-IDF-3 D-IDF-4 D-IDF-5

Algebraic

product

Schweizer

& Sklar

(-5.0)

Dombi

(0.8)
0.8444 0.8440 0.8440 0.8429 0.8432 0.8427

Algebraic

product

Yager

(2.5)

Dombi

(0.8)
0.8448 0.8449 0.8449 0.8442 0.8441 0.8443

Dombi

(2.0)

Yager

(2.5)

Dombi

(0.8)
0.8458 0.8457 0.8458 0.8458 0.8458 0.8457

Schweizer

& Sklar

(-2.0)

Schweizer

& Sklar

(-5.0)

Dombi

(0.8)
0.8458 0.8458 0.8458 0.8456 0.8456 0.8456

5.2 Impact of dynamic parameters

Figure 1 shows the impact of dynamic parameters in the D-IDF-1 and D-IDF-3 meth-
ods. As can be seen, both extensions could decrease the MAE to a certain level, al-
though the D-IDF-3 method achieved more improvement from time-aware features. It
is important to note, that the dynamic parameters have to be adjusted carefully, as giving
too much importance to time-decaying effects results in significant performance deteri-
oration. The impact of λ2 and λ4 in the D-IDF-2 and D-IDF-4 methods are very similar
to the impact of λ1 and λ3, respectively, however, due to space restrictions they are not
included in the paper.

0.84400

0.84425

0.84450

0.84475

0.000 0.002 0.004 0.006 0.008

Value of λ1

M
A

E

(a) Impact of parameter λ1 in D-IDF-1.

0.843

0.844

0.845

0.846

0.99250.99500.99751.0000

Value of λ3

M
A

E

(b) Impact of parameter λ3 in D-IDF-3.

Fig. 1: Impact of dynamic parameters. By the proper choice of their dynamic parameter
the dynamic extensions of the IDF method could reduce the MAE to a certain level.
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6 Conclusion

Trust-aware and social RSs have proved to be able to outperform traditional RSs in
many cases. However, most of the existing trust-aware and social RSs lack the incor-
poration of dynamic, time-aware features. In this paper, we introduced and analyzed a
range of dynamic extensions of the existing social RS method called IDF-Social, and
showed that exploiting temporal effects can improve recommendation quality.

Our experiments showed promicing results, so we are planning to perform a deeper
analysis of social dynamic effects in the future, by examining new datasets, where
friendship related events have explicit timestamps.

Acknowledgments. The research was supported by National Research, Development
and Innovation Office (NKFIH) K105529, K108405.
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Abstract. In the present paper, an overall telecommunication system normal-
ized performance model, which includes users, terminals and network equip-
ment, has been considered. Two new overall network performance indicators 
have been proposed, expressed analytically and demonstrated numerically. The 
graphic presentations, as well as other considerations, show the necessity of a new 
aggregation function definition, have been presented accordingly. The results re-
ceived are useful for Quality of Service prediction as a base for future Quality of 
Experience prognostication, using aggregation functions. 

Keywords: overall telecommunication system, performance model, user model, 
quality of service, aggregation function. 

1 Introduction 

A telecommunication connection is establishing consecutively in many devices and 
stages, where there are many reasons for failures, with different probabilities. Users 
have to choose network provider, tariff scheme and terminal devices according their 
overall estimation of the Quality of Service (QoS). Simply put, users make aggregation 
of observed characteristics of the telecommunication services and make decisions. A 
very important task of the telecommunication researchers and designers is to predict the 
user estimation of QoS. In this paper, we try to analyze the aggregation functions ap-
proach, on the base of existing and two proposed indicators, aggregating a large number 
of failure probabilities, along with telecommunication connection and communication. 

In Section 2, some Aggregation Function properties have been discussed. In Section 3, 
the used background model of the telecommunication system with QoS guarantees has 
been described on the conceptual level. In Section 4, four classical overall network QoS 
indicators have been mentioned, and two new ones have been proposed and expressed 
analytically. In Section 5, numerical predictions of the proposed indicators have been 
presented in three different cases. Section 6 contains a discussion of the numerical results 
and other interrelated considerations, showing the necessity of a new aggregation func-
tion definition, presented in Section 7. The conclusions can be found in Section 8. 
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2 On the aggregation function properties 

Marichal in 2009 [4] has provided a great number of potential mathematical proper-
ties of the aggregation functions, but not a closed definition of such a function. 

In tracing the history of aggregation function definitions, Mayor [6] notes the follow-
ing properties: in 1984 – boundary conditions, monotonicity, symmetry; in ‘today’ – 
boundary conditions, monotonicity. In [5] they were – boundary conditions, mono-
tonicity. We will demonstrate that the properties mentioned above are sometimes too 
restrictive and a more general definition of aggregation function may be more suitable. 

3 Telecommunication system background model 

This paper explores a model of overall telecommunication systems, including users, 
terminals, and a network with Quality of Service (QoS) guaranties [8]. Apart from 
GSM, BSDN and others, generalized virtual networks (VNET) with overall QoS 
guaranties, as an example of a telecommunication network, have also been consid-
ered. The conceptual model includes users' behavior, a limited number of homogene-
ous terminals; losses due to abandoned and interrupted dialing, blocked and interrupt-
ed switching, unavailable intent terminal, blocked and abandoned ringing and aban-
doned communication. In our approach, the network traffic, terminal traffic for A 
(calling) and B (called) terminals and users’ traffic have been divided and considered 
separately, in their interrelattionship. 

3.1. Conceptual model 

3.1.1. Base Virtual Devices and Their Parameters. We have used base virtual device 
types with names and graphic notation shown on Fig. 1. For every device we use the 
following notation for its parameters: F stands for intensity of the flow [calls/second], 
P = probability for directing the calls of the external flow to the device considered, 
T = means service time, in the device, of a served call [seconds], Y = intensity of the 
device traffic [Erlangs], N = number of service places (lines, servers) in the virtual 
device (capacity of the device). In the normalized models [7], used in this paper, 
every virtual device, except the switch, has no more than one entrance and/or one exit. 
Switches have one entrance and two exits. For characterizing the intensity of the flow, 
we are using the following notation: Fa for incoming flow, dem.Fa, and rep.Fa for 
demand and repeated flows respectively. The same characterization has been used for 
traffic intensity (Y). 

3.1.2. Virtual Base Device Names. In the conceptual model each virtual device has a 
unique name, which is a concatenation of the corresponding first letters of the names 
of stages, branches end exits in the order shown in Fig. 1. For example, "Yid" means 
"traffic intensity in interrupted dialing” case. 
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Fig. 1. Conceptual model of the telecommunication system, incl.: the paths of the 
calls, occupying A-terminals (a-device), switching system (s-device) and B-terminals 

(b-device); base virtual device types, with their names and graphic notation. 

3.1.3. The Paths of the Calls. In this paper "call" means "call attempt" or "bid" 
according to [2]. Figure 1 shows the paths of the calls, generated from (and 
occupying) the A-terminals in the proposed network traffic model and its 
environment. Fo is the intent intensity of calls of one idle terminal; M is a constant, 
characterizing the BPP flow of demand calls (dem.Fa). 

3.1.4. The Comprising Virtual Devices and Their Names. In this paper, we consider 
b = virtual device that comprises all the B-terminals (called) in the system (box with 
dashed line). From the important virtual devices, shown on Fig.1, comprising several 
base virtual devices, containing the paths of the calls occupying B-terminals and 
corresponding base virtual devices. 

3.2. The analytical model 

Based on the conceptual model, the analytical one [8] uses macro-state model of the 
system in stationary state, with: BPP input flow and repeated calls. Fourteen natural 
assumptions have been formulated. We consider the values of 10 basic dynamic pa-
rameters, which are mutually dependent: Fo, Yab, Fa, dem.Fa, rep.Fa, Pbs, Pbr, ofd.Fs, 
Ts, ofd.Ys. For these parameters, under assumptions made, we have a system of 9 equa-
tions with 6 generalized static parameters. We have chosen the intensity of the input 
calls flow Fo as the independent input variable. Thus, the considered system of equa-
tions has 9 equations and 9 output parameters with unknown values (the main output 
variables). 
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4 Overall network QoS indicators 

4.1. Classical network efficiency indicators 

The network efficiency classical indicators are ASR, ABR and NER, defined in [1]: An-
swer Seizure Ratio (ASR) = (number of seizures that result in an answer signal) / (the total 
number of seizures); Answer Bid Ratio (ABR) = (number of bids that result in an answer 
signal) / (total number of bids); ABR is similar to ASR except that it includes bids that do 
not result in a seizure; Network Effectiveness Ratio (NER) is designed to express the abil-
ity of networks to deliver calls to the far-end terminal; NER = (number of seizures) / (the 
sum of the number of seizures resulting in either an answer message, or a user busy, or a 
ring no answer, or in the case of ISDN a terminal rejection / unavailability). Thus, these 
indicators reflect network providers’ attitude and exclude the possibilities of unsuc-
cessful communication as well as the influence of repeated attempts. 

4.2. Proposed network efficiency indicators 

In this paper, we use output probabilities for blocked switching (Pbs) due to insufficient 
network equipment, and Pbr – probability for blocked ringing due to busy called B – 
terminal, as main input for analytical determination and numerical prediction of the two 
proposed overall network QoS indicators for call efficacy. 
 
4.2.1. Successful Efficiency indicator 
First, we have to determine the mean intensity of the input flow to the telecommuni-
cation system. This is the flow, occupying the calling (A) terminals, with frequency 
(rate) Fa which is a sum of demand (dem.Fa) and repeated attempts (rep.Fa): 
 Fa  dem.Fa  rep.Fa= +  (1) 

On the other side: 
 ,rep.Fa  Fa Pr=  (2) 
Pr (3) is aggregated probability of unsuccessful attempts to become repeated call 
attempts. It contains only probabilities: 

( ) [ ( )[
( )[ ( )[ ( )[
( )[ ( )[ ( ) ]]]]]]]

Pr Pad Prad 1- Pad Pid Prid  1- Pid Pbs Prbs
             1- Pbs Pis Pris  1- Pis Pns Prns 1- Pns Pbr Prbr
             1- Pbr Par Prar  1- Par Pac Prac 1- Pac Prcc .

= + + +
+ + + +
+ + +

 (3) 

The proof [9] is based on the direct description of the flows frequencies in Fig. 1 
and the theorem of Little [3]. It follows from (1), (2) and (3) that: 
 (1 )= −dem.Fa  Fa Pr .  (4) 

We define Successful Efficiency, extending ITU-T [2] successful call definition: 
“A call that has reached the wanted number and allows the conversation to proceed”. 
Successful Efficiency (Es) (or Call Attempts Successfulness) is the ratio of all call 
attempts ended with successful finished communication (e.g. conversation) to all call 
attempts (Fa). 
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The frequency Fcc of the call attempts ended with successful finished communica-
tion corresponds to the flow in the base virtual device cc (carried communication) in 
Fig. 1. The analytical expression for Successful Efficiency (Es) is: 

 
 (1 )(1 )(1 )(1 )(1 )(1 )(1 )(1 )Pad Pid Pis Pbs Pns Par Pbr PacEs − − − − − − − −=  (5) 

 
The main difference of Successful Efficiency (5) indicator from classical indicators 

mentioned, is including in the Successful Efficiency all possible factors making in-
formation transfer unsuccessful (e.g. uncompleted), after it had been initiated. 

4.2.2. Demand Efficiency Indicator 
We express the ratio, of the mean intensity of the generalized input flow (Fa) to the 
intensity of the demand calls (dem.Fa). This ratio is called ‘Beta’ in ITU recommen-
dations and is used there as a parameter in calculations, not for indicator purposes: 
 
 1

. (1 ) 1
= = =

− −
Fa Fa  

dem Fa Fa Pr Pr
β  (6) 

 
In normal conditions [9], when there is at least one successful call attempt in the 

system considered, Pr < 1.  
Beta may be used as an independent indicator, but we propose a more general one: 

Demand Efficiency (Ed) or Demand Call Attempts Successfulness Indicator: 
Ed = (Number of first (demand) call attempts cause successful communication) / 

(All call attempts made, for these successful demand call attempts): 
 

 (1 )(1 )(1 )(1 )(1 )(1 )(1 )(1 )(1 )EsEd Pr Pad Pid Pis Pbs Pns Par Pbr Pac= = − − − − − − − − −
β

 (7) 

 
In other words, Demand Efficiency (7) indicator presents the probability of a demand 

(first) call attempt to become a successful call attempt. It is a user-oriented indicator, 
compounding explicitly repeated attempts, connection and communication parameters.  

5 Numerical prediction of the proposed indicators  

In Figures 1, 2 and 3, numerical results are presented in the whole theoretical network 
load interval – terminal traffic (Yab) equals of 0% to 100% of the number of all termi-
nals in the network. The input parameters are the same, excluding: (i) capacity of the 
network given as percentage of the number of all terminals in the system, causes block-
ing due to equipment insufficiency and (ii) the probability of repeated calls (Pr). The 
values of input parameters, in the presented numerical results, are typical for voice net-
works. Three cases have been considered: 
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Fig. 2. Call Efficiency indicators 1/Beta, Es and 

Ed in Case 1. Beta = 1 and Es =  Ed, because 
there are not repeated attempts in the system 

(Pr = 0). Beta is a constant, greater than any of 
its components. Es and Ed are decreasing mon-

otonic functions. 
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Fig. 3. Call Efficiency indicators 1/Beta, Es and 

Ed in Case 2. Repeated attempts make worse 
the performance considerably. Ed, Es and 

1/Beta, are decreasing monotonic functions. 
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Fig. 4. Call Efficiency indicators 1/Beta, Es and Ed, in Case 3. Blocking sharply make worse the 

network performance. Ed, Es and 1/Beta, are decreasing functions. 

6 Discussion of the results 

From Fig. 2, 3 and 4, it is obvious that Ed is the most sensitive user-oriented connection 
and communication quality indicator, among those considered, of a telecommunication 
network with QoS guarantees.  
• All indicators include a large number of probabilities, and they may be considered 

as aggregated probabilities. 
• All indicators are continuous, decreasing and monotonic functions. 
• Successful Efficiency is a symmetric function, but Demand Efficiency is not sym-

metric (Pr is not symmetric). 
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• Overall network performance indicators have the meaning and usage of aggregation 
functions, but they do not fulfill the formal aggregation properties, expressed in 
Section 2. 

• “Such properties can be dictated by the nature of the values to be aggregated” [4], 
so the important conclusion of the paper is that the definition of aggregation func-
tions have to be generalized. 

Another example of very useful aggregation function in the telecommunication sys-
tems, is the mean occupation time of terminals, e.g. of the B-terminal (Tb). In the gen-
eral case (with losses), it is aggregation of service times in the four base virtual devices 
(Fig. 1) [9]: 
 (1 )[ (1 ) ]Tb Par Tar Par Tcr Pac Tac Pac Tcc= + − + + −  (8) 

In the case without losses Tb is a simple sum: 
 Tb Tcr Tcc= +  (9) 

Note that: It is unnecessary for Tb to be in the interval of [0,1] (the mean conversa-
tion is 3 minutes); the dimension of Tb is SI unit ‘Time’; Tb may be greater, equal or 
lower than some of the aggregated in it values, depending of the actual probabilities of 
losses: [ , ]Tb Tar Tcr Tcc∈ + . 

Other examples of aggregation by summation are ‘evaluation forms’ for experts re-
viewing the project proposals – the scores of every criterion are simply added, with or 
without weights. 

7 Proposed definition of generalized aggregation function 

We agree with Mayor [6]: “Aggregation is the process of combining several input val-
ues into a single representative output value, and the functions that carry out this process 
are called aggregation functions.” 

Based on this general understanding, we propose the following definition: 
 
 Let ,..., , ,..., )1 1( k mA x x a a  is a function of k+m arguments. A is Generalized Aggrega-

tion Function of the arguments , ,...,1 2 kx x x  if:  
(i) The value of A and , ,...,1 2 kx x x  are of the same type (e.g. real) and of the same 

measurement unit; (ii) The value of A represents , ,...,1 2 kx x x , in any meaning. 
 
Arguments , ...,1 2 ma a a  are not aggregated, but influence the aggregation. They are 

‘aggregating’, and may be variables, not only fixed weights, see (7) and (8). A General-
ized Aggregation Function must have at least one aggregated and one aggregating ar-
gument. An important example is the service time T of an aggregated device, contain-
ing: (i) one service device with demand service time dem.T and (ii) a cycle with infinity 
repetitions of probability P<1 each: 

.
1

dem T
P

T
−

=  

This aggregation example may be considered as infinity sum of weighted addends. 
This approach has been used many times in the practice, e.g. 9 times in Fig.1.  
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The proposed definition allows restrictive properties (for examples, see Section 2) 
and includes many aggregation functions, actually needed in the engineering and 
scientific practice (e.g. presented in this paper).  

8 Conclusion  

A model of Overall Telecommunication Systems, including users, terminals and net-
work with Quality of Service (QoS) guarantees has been used for analyzing and devel-
opment of overall network performance indicators. Two indicators have been proposed: 
Successful Efficiency and Demand Efficiency. Demand Efficiency is the most sensitive 
user-oriented connection performance quality indicator, among those considered, of a 
telecommunication network with QoS guaranties. It is a suitable QoS indicator for Qual-
ity of Experience (QoE) prediction. 

The proposed indicators are aggregation functions, but they do not fulfill some re-
strictions in the usual aggregation function definitions. A definition of Generalized Ag-
gregation Function has been proposed. It is more suitable for the engineering and scien-
tific practice. The results received are useful for QoS prediction as a base for future 
Quality of Experience prognostication, using aggregation functions. The development of 
Generalized Aggregation Function Theory opens many research opportunities. 

Acknowledgments. This work is coordinated under EU COST Action IC 1304 and 
partially financed by Bulgarian NSF Project DCOST 01/9 

References 

1. ITU-T Rec. E.425 (03/2002).  Internal automatic observations. 
2. ITU-T Rec. E.600 (03/93). Terms and definitions of traffic engineering. 
3. Little J. D. C., A Proof of the Queueing Formula L=λW. Operations Research, 9, 1961, 383-387. 
4. Marichal, J.-L. Aggregation functions for decision making, arXiv:0901.4232v1, 2009. 
5. Martines-Panero, M., J. L. Garsia-Lapresta, L. C. Meneses. Multidistances and Dispersion 

Measures. In: Tomasa Calvo Sánchez, Joan Torrens Sastre (Editors) – 2016 Fuzzy Logic and In-
formation Fusion: To commemorate the 70th birthday of Professor G. Mayor. Studies in Fuzzi-
ness and Soft Computing, Springer 2016, 123-134. 

6. Mayor, G., E. Trillas. One of the First Spaniards Interested in the Study of Aggregation func-
tions. In: R. Seising, L. Arguelles Mendes (Eds). Accuracy and Fuzziness – A Life in Science 
and Politics, Studies in Fuzziness and Soft Computing, Springer 2015, 141-148. 

7. Poryazov S. A., 2001. On the Two Basic Structures of the Teletraffic Models. Conference “Tele-
com’2001” - Varna, Bulgaria, 10-12 October 2001, 435-450. 

8. Poryazov, S., Saranova, E. Some General Terminal and Network Teletraffic Equations in Virtual 
Circuit Switching Systems. Editors: N. Ince, E. Topuz, Springer Sciences + Business Media, 
Chapter 24, LLC 2006, pp. 471-505. 

9. Poryazov S., E. Saranova. Models of Telecommunication Networks with Virtual Channel 
Switching and Applications. Prof. Marin Drinov Academic Publ. H., Sofia, 2012, pp. 238 (in 
Bulgarian).  



 



143 

Author Index 

 
A 
Atanassov, Krassimir 66, 81 
 
B 
Batista, Fernando 121 
Buruzs, Adrienn 2 
 
C 
Carvalho, Joao P. 121 
Charytanowicz, Małgorzata 31 
Ćirić, Miroslav 108 
Cordero, P. 43 
Cornejo, Maria Eugenia 9, 24 
 
D 
Díaz-Moreno, Juan Carlos 104 
 
E 
Enciso, M. 43 
 
F 
Fullér, Robert  37 
 
H 
Harmati, István Á. 37  
Hatwágner, Miklós F.  2, 15 
 
I 
Ignjatović, Jelena 108 
 
J 
José Benítez, María 49 
 
K 
Kacprzyk, Janusz 81 
Kóczy, László T. 1, 2, 15, 128 
Kowalski, Piotr A. 31 
Krídlo, Ondrej 55 
Kulczycki, Piotr 31 
 



144 

L 
Lobo, David  24 
Łukasik, Szymon 31 
 
M 
Madrid, Nikolás 60 
Magyar, Gábor  128 
Medina, Jesús 9, 24, 49, 96, 98, 104 
Mora, A. 43 
 
N 
Nagy, Szilvia 115 
 
O 
Ojeda-Aciego, Manuel 30, 55 
 
P 
Pereira-Fariña, Martin  90 
Poryazov, Stoyan 134 
Pósfai, Gergely  128 
 
R 
Ramírez-Poussa, Eloísa 9, 98 
Rodríguez-Jiménez, J. M. 43 
Ruano, António E.  114 
Rubio-Manzano, Clemente  90 
 
S 
Saranova, Emiliya  134 
Ślęzak, D. 49 
Solecki, Levente  115 
Sotirova, Evdokia 81 
Stoyanov, Todor 77 
Szmidt, Eulalia 81  
 
V 
Vassilev, Peter 77 
Vicente, Marco  121 
 
 




